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Position in the lifecycle�

During the Industrialisation stage, the design activity concerns the whole problem, while in the Exploration of the LSCO Opportunity stage and possibly in the Full Requirement Study stage only part of the problem may be under study in order to check their feasibility.

�����

Description�

The objective of this activity is to design, update or revise a resolution method for the problem under study. It is based on the analysis of the structural features of the problem description contained in the PDD and leads to the production of a document, the Problem Solution Deliverable that will guide the implementation of a software solution. In particular, during this activity, possibilities of hybrid decomposition of the problem are investigated.

The design activity is decomposed into 3 tasks:

·	The Algorithm characterisation identifies the algorithm to be implemented by studying the problem features described in the PDD. 

·	The Problem modelling formulates the problem in a standardised form by describing the algebraic model of the problem and the data model, in order to prepare the implementation of the solution.

·	The Refinement task revisits the design because some implementation work has identified needs for modifications.
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Figure 4.1 Design Activity
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Participants�

LSCO Technology Provider Side:

LSCO Project Manager 

LSCO Expert (responsible for the execution of the Exploration of the LSCO Opportunity stage)

LSCO team (responsible for the execution of the Industrialisation stage. The involvement of the LSCO team is essential during the validation of the problem definition)

�����

Input�

Problem Definition Deliverable (+ initial Problem Solving Deliverable)

�����

Output�

(updated) Problem Solution Deliverable

��Problem Solution Deliverable (PSD)



Design is a central activity of any LSCO project. Its goal is to prepare the implementation of a software solution to the problem that will take place during the implementation activity. It is thus essential that the design activity leads to the production of a document that will serve as a reference along with the PDD for the developers and later for the people in charge of the maintenance of the LSCO application.

Moreover, depending on the complexity of the problem, the design activity may be the result of a cumbersome iterative process. The PSD will then serve as a communication tool inside the LSCO team to discuss technical choices for the solution. It is also critical for the success of the LSCO project to keep a trace of all the changes that have been brought to the design and the reasons that have led to these evolutions. The PSD is a knowledge capitalisation tool that will help save time during the project as well as during future studies.

The PSD comprises a description of the future software architecture, and for each sub-problem (if an organisational decomposition is stated in the Problem Definition Activity) it defines the following three aspects.

1.	Problem features and structure 

This concerns the decomposition of a problem for technical reasons and the relations between sub-problems.

Additional information, like simplifications made with reference to the problem definition deliverable (PDD), should also be listed here.

2.	Algorithm(s) characteristics

For each sub-problem identified in the technical decomposition, this part explains the choice of the type of algorithm based on the characterisation of the sub-problem and, if needed, its design (refer to section �REF B_Ref439588370 \r \h �Algorithm Characterisation Task�). This can be very brief when using specific optimisation tools (e.g. Linear Programming solvers). However, it might require a detailed description if the proposed algorithm is based on heuristics or involves several solvers. Each evolution of the algorithm design should be carefully listed here with the reason for the changes.

3.	Problem model(s)

For each sub-problem identified in the technical decomposition, this part gives the algebraic and data models corresponding to one of the algorithms listed in the previous section (refer to section �REF B_Ref439588505 \r \h �Problem Modelling task�). Each evolution of the modelling should be carefully listed here with the reason for the changes.



Depending on the stage of the lifecycle in which the design activity takes place, the work and the resulting PSD may be more or less detailed.

In summary, when preparing the PSD, the designer should keep in mind its different functions:

·	a communication tool to publicise technical choices among the LSCO team,

·	a knowledge repository to collect the changes and the reasons of the evolution in the design of the solution, 

·	a reference for the programming activity along with the PDD,

·	a reference for the maintenance of the LSCO application.

Algorithm Characterisation Task





Description�

The algorithm characterisation task identifies the problem features which dictate the characteristics of the algorithm to be built. It may reveal a need for problem decomposition to ensure tractability.

�� � ��

Issues

�

The main issue is not to focus on one problem feature but to consider the problem from different perspectives (e.g. special features of the application, or, by contrast, the nature of the whole application domain).  It is important to identify what is specific to the problem, but also to be aware of what is general and inherited from previously solved problems from the same application domain.

�� � ��

Milestones�

This task should lead to a pre-selection of techniques for solving the problem. More certainly, this task will help removing techniques that are irrelevant for the problem at hand.

�� � ��

Guidelines�

Four orthogonal types of guidance are provided:

·	A checklist of points and questions that point up the relevant technical knowledge to be extracted from the Problem Definition Deliverable.  

·	A classification schema driven by the properties of the constraints and variables. 

·	Different approaches to address the problem decomposition. 

·	Some general flavours of “do's and don’t’s” mapped to well-defined categories of LSCO problems. 

��

Algorithms and software packages from constraint programming, mathematical programming or more generally Operations Research are successful for some classes of applications. However, when dealing with large-scale problems, there are usually fewer algorithmic options, since many computational procedures that are standard for small problems become unreasonably expensive in terms of efficiency and scalability. Moreover, the choices for large problems are more complex because of the critical effect of special problem structure on the algorithm efficiency.

Obviously, when tackling a new problem, it is preferable to use solutions that are already proven than to create (or re-create) new ones. Thus, to identify which algorithm or combination of solvers is most appropriate for an LSCO application, the extraction of the special features as well as the global characteristics of the problem is necessary. Not all problem characteristics are relevant to the search of an algorithm. A reasonable classification scheme is proposed based on different approaches to study the problem features. 

One important aspect of LSCO design is that of problem decomposition, which can be required for tractability and efficiency reasons. When decomposition is needed the issue is how to decompose. Means to structure a problem into sub-problems are presented together with efficiently solved problem classes which could be identified as sub-problems in an LSCO. This crucial point should be in the designer’s mind. 



Guideline: Initial problem analysis

 Extracting problem features from the PDD



The role of this guideline is to point out the technical aspects that are embedded in the problem and that have then to be extracted from the PDD as a first step towards the algorithm characterisation. Not every aspect will set requirements on the algorithm characterisation. The following checklist of questions has identified the relevant aspects that contribute to the selection or non-selection of a technique, contributing to the algorithm. 

An algorithm can not be defined if the problem is not understood. The main objective here is to understand the meaning of the requirements from a technical perspective. This is a prerequisite for the analysis of the problem features and components. 



The questions are structured into three main groups as follows:

1.	Problem structure (see classification of algebraic properties below)

·	Can you classify the application domain of the problem: scheduling, resource allocation, transportation, time-tabling, etc.?

·	Constraint classes. What are the semantics and mathematical properties of your constraints? 

2.	Quantitative aspects

·	Problem size. How big is the data set?

·	A priori search space dimension (when relevant) and problem complexity. How many decision variables do you foresee and what is their domain size ?

·	CPU time. Are they any hard constraints on the execution time of your algorithm ?

3.	Qualitative aspects

·	Solution type. Are you looking for an optimal solution or not? 

·	Objective function. How many criteria are you considering? Is the objective function well-defined?

·	What is the level of user interaction in the decision making process?

·	Are there guarantees needed for the optimisation quality?

·	Does robustness appear as an issue?

4.	Dynamic  aspects

In some cases, it is also important to consider the fact that the user will interact with the application, or that it may be beneficial if the user could provide guidance to the application. Then, several additional issues have to be considered: 

·	The algorithm must react in a consistent way to user input. For example, when the user slightly modifies the problem, the application shall preferably provide a solution that is close to the previous one. In particular, the application shall  offer the facility to guarantee to repeatedly produce the same solution to the same problem.

·	The algorithm must react quickly to user input. In mathematical programming, in the continuous case, duality, post-optimality and (“warm”) restart techniques from the previous basis allow very efficient interactivity. Constraint programming also allows quick modification since any new information will be propagated immediately to modify the current solution.

·	The algorithm must be organised so that the user can provide effective guidance.



The PDD provides answers to the above questions. In addition the PDD includes guidelines which refine these answers. The guidelines address the solution design activity, proposing ways in which the answers to these questions influence the algorithm design from different technical perspectives: algebraic properties, problem decomposition, and algorithm flavours.



Classification of algebraic properties



Based on the analysis done on the information contained in the PDD, the problem can be linked to broad classes of optimisation problems using its basic algebraic properties. Table 4.1 presents a list of problem characteristics and defines their corresponding mathematical classifications. There is at this point no concept of special problem formulation, the natural mathematical setting of the constraints is considered.



Characteristic�Property�Classification��Type of variable�Real numbers

Both continuous real numbers and integers

Integers

Symbolic�Continuous

Mixed Integer

Integer or discrete

Non-numerical

��Type of constraints and objective�Linear constraints and objective function

Quadratic constraints or objective

Other non linear constraints/objective

Logical and non arithmetic constraints�Linear

Quadratic

(Other) Non linear

Symbolic

��Problem�Not subject to constraints

Subject to constraints�Unconstrained

Constrained

��Data�Known with certainty

Forecast or probabilistic data�Deterministic

Stochastic

��

Table 4.1 Combinatorial optimisation problem properties



This classification will help the algorithm designer to see which types of methods could be used or should be disregarded in a broad sense, as explained in the section “find the flavours...” below.

For example, considering the classification according to the properties of the variables (continuous, discrete, mixed) and constraints, a broad characterisation of methods is the following.

The distinction between continuous and discrete decision variables has a very significant impact on the choice of algorithm. In general, best approaches for solving problems with continuous variables are mathematical. If the constraints are linear, then linear programming suffices.  If the constraints are more complex (non linear or quadratic) then quadratic or semi-definite programming and further mathematical techniques may be required. In this field, convexity is a key issue. When the variables are all integer and the constraints linear, one should check if the integer nature of the problem is crucial, or if a linear relaxation with real numbers is a plausible option. 

When integrality is a hard constraint (e.g. choices, people), methods from constraint programming combined with specific heuristic can be very powerful. Note also that mixed integer programming (MIP) techniques which approximate discrete variables by continuous ones can also be used. In this case, the cost of the continuous solution can serve as a guide in terms of bounding the solution value. Sometimes but seldom, the relaxed solution values can help in the search for integral values. However, in most cases, the integral optimum if it exists is quite different from the relaxed one and is not simply deduced by rounding up the real values. 



Two aspects related to the properties of the search space are also to be considered:





·	Size of the search space: For each technique, the objective is to minimise the size of the search space to be explored. In constraint programming, this means finding good constraint propagation methods to reduce the domains of the variables and detect inconsistencies as early as possible. In mathematical programming, good “cuts” and computation of good lower bounds are required for similar purposes. In local search, it is important to limit the exploration to dominating solutions. For example, one of the key characteristic of the tabu search method of [Nowicki & Smutnicki 96] is a highly restricted neighbourhood for each solution.



·	Structure of the search space: The structure of the search space is also important. Of course, an open question at this point is how this structure can be characterised. In constraint programming, the most frequent characterisation consists of describing the problem as a graph. The variables of the problem are the nodes of the graph; the constraints are the edges (or the hyper-edges) of the (hyper-)graph. Different ways of exploring the search space (e.g., different variable instantiation orders or different backtracking strategies) may be more or less appropriate depending on the structure of the graph. In local search, the structure of the search space can be characterised by the neighbourhood relation, and the landscape of the optimisation function with respect to this relation [Mattfeld 96]. If many neighbour solutions have the same value, local search may proceed indefinitely from one of these solutions to another, thereby ignoring the remainder of the search space. On the other extreme, if good solutions are very far one from the other, it may be very difficult to reach a good solution from another. Local search will typically work best when the chosen neighbourhood relation is such that every sub-optimal solution is “not far” from a better one.

Symmetries constitute an important aspect of the problem structure. For example, when two activities of a given scheduling problem have the same characteristics and are subjected to the same constraints, it is not important which of the two activities precedes the other in a solution. Two equivalent solutions are obtained by exchanging these two activities. Fixing the order is then not a restriction in terms of optimisation quality. In general, symmetries can be exploited to reduce the exploration of the search space and guide the search [Puget 93] [Smith et al. 96].

Guideline: Find the flavours of the algorithm based on problem categories



The characterisation of the algorithm to develop is a complex task, specially given the wide range of algorithms that can be integrated and combined together. The above approach is based on the problem features and structure.  Another complementary approach presented here is to map an LSCO or sub-parts of it to “do’s and don’t’s” guidelines. These guidelines map different problem categories to solvers and more generally hybrid algorithms that have shown to be efficient or useless. The negative advice of “which algorithm not to use” can save a lot of time in terms of pruning a set of potential methods. Table 4.2 presents a collection of do’s and don’t’s for a large set of problem categories. It serves two purposes: 

1.	provides a wide view of problem categories and associated methods, 

2.	suggests which categories of sub-problems to look for, such that they can be tackled efficiently. 











Problem category�Do’s�Don’t’s��Set covering, 

set partitioning

including possibly some additional knapsack constraints



Set selection (coverage)�Mixed Integer Programming 



Column generation, for very combinatorial problems, allows an efficient technical decomposition



CP with partial search (LDS) local optimisation

�



Constraint propagation

with depth-first search��Scheduling

Disjunctive scheduling (single tasks)



Scheduling with complex resources and tasks�B&B + constraint propagation using literature shaving tabu heuristics





Read Demeulemeester' thesis [Demeulemeester 92],



B & B + resource histograms +  partial search

�



MIP, genetic algorithms, simulated annealing��Production scheduling

Big size (multi-product, multi-machines), linear processes



Short range problem, including fine set up time, non-linear routes (job-shop problems), small size�

MIP can bring satisfactory solutions, combined sometimes with heuristics for post-processing.





CP + heuristics.

If big size, decompose problems

�

Propagation on disjunctive constraints







MIP��Time-tabling



Fixed set of activities



Variable schedules�

Global constraints, flow algorithms. 

LP model, local optimisation



LP, tabu, coverage techniques, 

Column generation, 

CP for schedules with global analysis

�

MIP





Propagation on local constraints ��Staff scheduling

Shifts construction:



Roster grids construction:�

MIP with set covering/partitioning approach.



CP and heuristics.

Decompose and use hybrid approaches. Column generation.

�



Don't try to solve the whole problem in one round with one approach.

��Matching

Assignment, resource allocation�Use adhoc algorithm (matching flows) or



LP (simpler), search for good model relaxation  => lower bounds and local optimisation

�

Constraint propagation

��Assignment problems

Big and linear :



Small and non linear:�

MIP



CP or hybrid���Routing problems

Travelling Salesman Problem�CP for small complex problems only,



Local optimisation by default, 



Branch & Cut is an option 

�Don’t build ad-hoc solutions - there are many published algorithms which work well��Problem category�Do’s�Don’t’s��Vehicle routing problems

�Local optimisation�B&B��Tour problems�Column generation MIP approaches proved to optimally solve such problems. 



Heuristics, although sub-optimal, proved to solve them very efficiently

�If max duration constraints, don't use network flow approach with LP��Flow problems

Network optimisation



Optimisation problems with Boolean choices

(multi-periodic, multi-products with inventories and intermediate processes)

�LP models + flows + global analysis 

Good heuristics & local optimisation



MIP�Pure CP, genetic algorithms, ��Melting problems�Pure LP (MIP)�Others

��Cutting problems



Bin Packing�1 dimension: MIP can be OK.



Global constraint propagation

Several dimensions (2 or 3): simulated annealing proved to work in some cases.

�MIP for more than 2 dimension problems��Table 4.2 Find the flavours

(- Abbreviations used: CP: Constraints Programming, LP: Linear Programming, B&B: Branch and Bound,  LDS: Least Discrepancy Search, TSP: Travelling Salesman Problem.

     - See Annex D for definitions of problem categories.

     - Note that this table is neither exhaustive nor normative as some forms of problems that belong to a same�         category may not always be characterised by the same “do’s and don’ts”.)



Guideline: Problem decomposition



Independently of the problem features and structure, an LSCO problem might need to be decomposed for technical reasons. Such a process is called technical decomposition. 

Although current algorithms and methods for the various problem categories and classifications are continually progressing, it can appear that the problem is intractable as a whole, either due to its inner structure or due to some system requirement like CPU time. The decomposition may also aim at simplifying the maintenance of the application by slicing the problem into several nearly independent subproblems.

The designer should bear in mind that technical decomposition often leads to results that are sub-optimal and should thus only be used after a careful evaluation of alternatives. In order to reduce the effects of the decomposition on the quality of the results, hybrid algorithms that exploit different problem features should be investigated. Another and complementary solution is to anticipate when solving one sub-problem the following sub-problems. This will be detailed in the Algebraic Modelling task.



When to decompose a problem or not? 

In order to decide whether or not to decompose a problem for tractability reasons, one must consider the limitations of existing algorithms, software and hardware technology. Consequently, one must bear in mind that this question is raised at a specific time for a specific application. 

Clearly, to identify the need for technical decomposition given the structure and complexity of the search space, requires a good knowledge of the “state of the art” and current strengths and limitations of solving techniques (coming from different frameworks like Constraint Programming, Mathematical Programming, Stochastic methods). A brief introduction to these techniques is given in Annex B.



How to decompose an LSCO for technical reasons? 

Considering the structure of sub-parts of the problem may lead directly to a good decomposition. For instance, if a sub-problem can be identified as a simple efficient linear problem, then handling this part of the problem as a one block can be an interesting decomposition. However, when the structure of the problem does not point to this kind of decomposition, the following two perspectives that respectively consider the constraint semantics and existing well-defined problem categories can be used.

Problem decomposition can be derived from various views like the semantics of some constraint sets or the identification of well-defined sub-problems. The first one is based on classes of well-defined problems and follows a mathematical programming reasoning. The second one is rather based on the constraint semantics and follows a constraint programming philosophy. 

Focusing on problem categories



The first approach to problem decomposition is to search for well-defined (in the sense of existing mappings between models and efficient solvers) sub-problems of the LSCO application. It might well intersect with the semantics decomposition but can also be complementary. The strengths of this decomposition is its powerful use of problem features by efficient solvers. If a sub-problem has been extracted that corresponds to a pure problem, one can be confident that depending on the size of the problem, the literature provides solvers that make the best use of the problem features. The main weakness of this approach is that it constitutes a risk for the developer not to tackle the actual LSCO application. Indeed, it might push the developer to remove some “side constraints” that make the sub-problem impure with respect to the existing well-defined problems. 

Table 4.3 presents industrial application domains together with instances of LSCO problems. The column Category gives some well-defined problems that appear as components of the problem instances for which do's and don'ts have been listed in Table 4.2. As an additional information, the “classification” column links the different categories with Table 4.1 based on the problem specific features. Definitions of the applications are given in annex D.



Field�Application�Category�Classification��Airline industry

�Crew scheduling

Fleet scheduling



Shift planning�Set covering

Set partitioning

Network flow 

Assignment�var: Integer

constr: Linear

data: Deterministic

��Production manufacturing�Cutting stock

�Knapsack

Bin packing

�var: Mixed integer

constr: Non-linear

data: Deterministic

��Production

scheduling�Car sequencing

Resource allocation

Task scheduling�Resource constrained project scheduling

�var: Integer

constr: Non-linear

data: Deterministic

��Transportation industry�Facility location

Vehicle routing

Tour problems

�Set covering



TSP�var: Integer

constr: Linear

data: Deterministic

��Telecommunication

and network industry

�Network flow

Network optimisation

Frequency allocation�Matching



�var: Integer

constr: Linear 

data: Stochastic

��Wireless Telecommunication�Frequency allocation�Coloration, maximum independent set�var: Integer

constr: Quadratic 

data: Deterministic��Personnel scheduling�Time-tabling

Work force scheduling

�Assignment

Matching flow�var: Integer

constr: Linear

data: Deterministic 

��Finance�Portfolio optimisation�Knapsack�var: Continuous

constr: Quadratic

data: Stochastic

��

Table 4.3 Examples of sub-problem categories within LSCO applications �var= type of variables, constr= type of constraints, data= type of data



A good overview of the problem categories that are treated by specialised operations research algorithms can be obtained from the literature (and additionally from the Operations Research Library of Benchmark problems at Imperial College�).





Problem decomposition based on problem categories: Staff scheduling problem



The staff scheduling problem is about planning and scheduling staff over a certain period of time (1 year, 6 months,…). Designing a single global scheduling model on the horizon is usually feasible, but optimising and thus solving this problem fully is often impossible with existing algorithms and technology. A  decomposition is required. Based on the analogies between the problem definition and some problem classes, the following technical decomposition may be applied:



Technical decomposition:

·	A shift scheduling problem: find the best shifts to cover the work for each day.

·	A roster problem: assign days-off and shifts in a roster grid.



For the first problem, a MIP algebraic model is adequate. 

For the second problem, it seems suitable to decompose it into three sub-problems:

·	Assigning shifts to different types of smaller rosters using a MIP model, 

·	Constructing the rosters by assigning day-off and shifts inside the duty-rosters using a CLP model,

·	Extending some shift lengths in order to satisfy the week working hours duration constraints. This last sub-problem is also solved using a CLP model but could be solved using a MIP model.





�EMBED Unknown���





Focusing on constraint semantics



The second type of problem decomposition concentrates on the semantics of the constraints at hand. Given the whole spectrum of LSCO applications, one can extract three semantics of constraints: time dependent constraints, geometrical constraints, and location dependent constraints. The strength of this approach is that it might suit a natural decomposition of the problem as suggested by the client (e.g. resource allocation versus scheduling). It also considers the constraints independently from any problem category (well-defined model/solver relationship), and thus does not set apart the so called “side-constraints”. 

Time dependency



Applications like job-shop scheduling, vehicle routing, crew scheduling involve travel times and task durations. The tasks to be completed are time dependent. In these cases, any resource needed for the tasks are tied up over that period of time. For example, a flight crew cannot be used on two flights which overlap in time. 

Time dependency gives rise to a very common class of symbolic constraints, broadly called “non-overlap” constraints. A non-overlap constraint prevents two tasks from being carried out during time periods which overlap. Either task “A” finishes before task “B” starts, or task “B” finishes before task “A” starts. This non-overlap constraint is difficult to handle using MIP and requires a linearisation, which introduces a large number of Boolean variables.  Successful ways of handling such constraints are twofold:



·	Local Search. Make a choice (“A” before “B” or vice versa) for each such constraint, find a feasible solution which satisfies these choices, and then try to improve on the solution by reversing some of the choices.

·	Global Propagation. Consider sets of tasks that can not overlap pair wise.  Check the sum of their duration, and reason on the possible orderings of the tasks within this set, or tasks which also can not overlap with this set. Without making choices, deduce earliest and latest start and end times for the tasks involved.

Space Dependency 



Just as some kinds of tasks take up certain time periods, other kinds of tasks occupy certain spatial regions. Example of problem categories whose tasks “occupy space” are multi-dimensional packing problems and cutting stock problems. Again the underlying constraint is the “non-overlap” constraint. However for space-dependency constraints, there are typically two dimensions involved and for packing problems this can increase to three dimensions. Techniques suited for two-dimensional non-overlap constraints are global constraint propagation (see above), and stochastic techniques. For two and three dimensions simulated annealing has also proved useful.

Location dependency



Applications like workforce scheduling  and  vehicle routing allow resource data to be moved but incur a cost thereby. Consequently minimising the distances over which the resources have to be moved is an important criterion to be taken in the decision making process. Such problems which involve minimising distances have been intensively studied in the operations research community over the last decades (the Travelling Salesman Problem or The Steiner Problem are classic examples). The TSP has been solved by a variety of techniques including simulated annealing, and advanced MIP techniques. However, to solve large scale problems it may be necessary to solve a huge number of small routing problems which have to be coordinated by a master program. 

Crew scheduling, fleet assignment and other applications where the manpower (resource data) changes location during a task, are traditionally handled by different techniques from routing problems. Often resources cannot be moved, except when carrying out a task, then the assignment of a specific resource to a task often dictates what subsequent tasks the resource is likely to be assigned to. This drives the decision making process and the selection of heuristics. For example, a good decision strategy is to assign a resource to a whole sequence of tasks rather than assigning a resource to a single task. 





Constraint semantic-based decomposition: the Extended Car Sequencing Problem



The extended car sequencing problem adds to the standard CSP (see annex D) the fact that within a factory several assembly lines are considered. A production schedule for each assembly line should be produced. The Problem Definition Document does not require any organisational decomposition. However, for tractability reasons this problem can not be solved as a whole. A technical decomposition is necessary. The problem consists of: 



Data: 

·	A set of cars to be produced in an assembly plant for the next weeks

·	Plant characteristics (capacities of the assembly lines). 



Hard/Soft Constraints:

·	The total volume of production per day for each assembly line is constant.

·	Restrictions on the car options allowed on the assembly lines when scheduling the cars (hard constraint). 

·	Examples of constraints on options are: no more than two cars  with ABS out of three cars, one car with opening roof out of five, etc.. (soft constraints which lead to a criterion such has “minimise the number of violations”).



Based on the analysis of the constraints semantics, the following technical decomposition can be applied successfully.



Technical decomposition:

·	Assigning car orders to days and assembly lines (location dependency)

·	Sequencing the cars for each day on the assembly lines (temporal dependency)



The first sub-problem can be easily modelled as a Large Scale MIP model. In addition, some constraints must be added to the model to allow for some anticipation in setting requirements on the options which will have to be satisfied in the second problem.

The second sub-problem can be modelled and solved in several different ways, for instance: using finite domain CLP; using a meta heuristic that involves a greedy heuristic followed by simulated annealing; using an MIP model solved by a hybrid algorithm based on a descent algorithm combined with a local optimisation. 









 Problem Modelling task





Description�

The problem modelling task aims at describing the data and algebraic model of the problem to be solved. An algebraic model is a ‘ready-to-code’ model of the problem that takes into account the algorithm characterisation, while remaining ideally independent of a programming platform.

�� � ��

Issues�

The main issues concern the data representation, choice of variables and constraint formulation, as well as the efficient mapping between the model and the algorithm characterisation (e.g. constraint formulation, problem decomposition). 

�� � ��

Milestones�

The algebraic model should describe the problem under study in terms of mathematical expressions and logical formulas. The data model represents the data structures to be used in the programming activity.

�� � ��

Guidelines�

A good problem model should represent the LSCO that will be programmed and solved. It should also reflect the problem definition as closely as possible.

��

Definition of an algebraic model



The algebraic model is derived from the conceptual model contained in the PDD. While the conceptual model was in natural language and remained independent of any solving method, the algebraic model is mathematical and depends on the algorithm characterisation.

The algebraic model should be general enough in its structure and syntax form. This will help for the implementation of hybrid solutions. This is not currently achieved as some models are very strongly related to the resolution techniques. For instance, if one considers the mathematical programming framework, the general form of a mixed integer programming model is:
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Now, considering the constraint programming framework, the model is a Constraint Satisfaction Problem (CSP) described as a triple:



triple(V,D,C) where

V: is a set of variables

D: is a set of domains of possible values for each variable (integers, real, sets)

C: is a set of arbitrary constraints (relations)



These models differ in many ways. On the one hand, the MIP model deals with a set of constraints in linear form whose variables are not bound to a restricted domain (a priori). It also requires an objective function. On the other hand, the CSP model considers a system of arbitrary constraints whose variables are bound by a domain.

The idea behind hybrid algorithms is to open the range of possible solvers and consequently not to be restricted to one single form of descriptive model. The form of the algebraic model should then give a general formulation of the LSCO problem in terms of set of indices, input data, variables, constraints and decision criteria. They describe the LSCO problem and allow all possible representations of constraints (mathematical or relational) and objectives.

Sets and indices



Sets represent sets of objects that belong  to a common conceptual entity. Such sets are used in expressing the constraints. Indices introduce the dimension of the problem for every measurable iteration. 

Example: 	Let C= {c1,,..,cn } be a set of cars.

		Let j: {1,..,7} be the  day of the week index ranging from 1 to 7.

Input data 



Input data derive directly from the conceptual model. They represent any known information and attributes of an entity.

Example: 	colour(ci) : colour of the car ci.

Variables



Variables can be of two types: inherent to the problem definition or introduced for technical reasons (e.g. goal variables, Boolean variables). They do not necessarily match with the decision data presented in the conceptual model. The choice for the variables is very closely related to the methods and algorithms the programmer intends to use when coding the problem. For clarity, variables should be represented in different fonts from the input data. The bold font is used.

Example: 	produced(ci , j): the car ci is produced on day j (Boolean variable)

Constraints



Constraints can be of two classes and of many different types. The two classes distinguish between soft and hard constraints. However, one should bear in mind that some hard constraints might become soft at some stage of the resolution and reciprocally.

Constraint types can be structured by their semantics and mathematical properties. This is important for the mapping of the model to the algorithm, as well as during the implementation activity.

Example: 	The constraint �EMBED Unknown��� means that for each day of the week the number of cars produced should not exceed 6. 









Objective (or cost) function



The objective function is a minimisation or maximisation of some decision criteria. It represents the main goal(s) of the problem or sub-problem. The term “objective” refers in general to a function that has to be maximised when “cost” refers to a minimisation goal.



For example the maximisation of cars produced in the whole week is written:
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Guideline: How to build the algebraic model



In general, a good model is a formulation of the problem that is simple, concise, close to the problem semantics and well structured in terms of distinguishing the different constraint classes (hard/soft) and types (semantics, mathematical properties: convex, non convex, linear, non linear, over integers/real/sets).

Several issues are related to the building of a good algebraic model: selection of variables, selection of constraints, problem decomposition. 

Variable selection



The choice of the variables depends greatly on the various types and size of indices sets relative to the unknown data, and on the solver that is to be used. There are mainly two alternatives in the choice of “which data will be variables”. A variable is an entity that is a priori unknown and that can take part :

·	in the objective function either to be maximised or minimised,

·	in a constraint.



The variables that should be maximised are those that represent necessary or desirable quantities in the decision making process (e.g. jobs, tasks, items to be delivered, journeys to be scheduled), while the ones that generate a cost should be minimised (e.g. machines, vehicles, fuel, raw material, people, time and money). The goal is to maximise the benefits while minimising the costs. The decision making process can be driven by focussing on the “benefits” (modelled as variables) and assigning resources to them (domain values) or vice versa by focussing on the “cost” variables and allocating tasks to them. As a basic guideline, if the solver is a constraint programming method, it is preferable to have many variables with small domains. For example, if there are many resources and few tasks it is preferable to consider the resources as variables and the tasks as domain values. Now, if the solver is a linear programming package, the choice is driven by the objective function. The choice of variables should lead to an objective function that helps the search (see literature). 

Constraint and decision criteria  formulation



The selection of constraints follows the variable selection. However, their formulation is a more subtle task that should take into account the type of solver and search strategy intended to be used. Constraints represent relationships between the different entities (variables and data). They link together the benefits and the costs, the tasks and the resources. There are different types of relationships between tasks and resources from a 1-1 to a m-n relationship. For example, considering the case of a 1 to n constraint, this means that a task requires n resources. Due to algorithmic complexity and variable indexing, the design of 1-n constraints can be generally decomposed into a set of 1-1 constraints. The handling of such constraints would then be done by optimising one resource and then extending the solution by an optimal assignment of the second resource. A classic example is in the airline industry, where plane types are scheduled to flights, and then crews to the plane types. This is not optimal but often, such a breakdown is anyway dictated by internal divisions within the client organisation.

The formulation of the decision criteria and objective function, derives also from the selection of the variables and the size of the indices sets. A given LSCO has a number of closely related optimisation problems which result from maximising the benefits (e.g. maximising number of completed tasks), or minimising the costs (e.g. minimising number of resources). An increase in benefits incurs an increase in cost; alternatively the completion of the given tasks incurs a certain cost. Both types of variables should not occur together in the objective function. So one has to optimise on one side (maximise activities or minimise resources) and to constrain the other one. The decision is driven by the choice of decision variables. 

Dealing with problem decomposition



When the problem must be decomposed either for organisational or technical reasons, there should be one algebraic model per sub-problem. Each model is independent from the other one but connected by the input and output data and variables. At this stage of problem decomposition, the different solvers are not meant to intersect. For the moment, the complete model is thus a collection of sub-algebraic models. The figure below illustrates that the different algebraic models must be independent, as well as their corresponding algorithms.
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One important point in the data flow between models is the mapping between variables from one model to data or variables from another model. The designer should then ensure that the definition and name of variables from one model can be translated into another model and thus that a mapping exists. For instance, if a model attaches integer domains to the variables, e.g. Xij whose values correspond to a third index k  (Xij = k), they can be transformed into variables with 3 indices, Xijk, that take their value in a binary domain ([0,1]) for an MIP model.

Also, the decomposition of a problem for technical, tractability reasons often results in sub-optimal solutions. In order to minimise these effects, it is necessary to modify the algebraic model of the upstream sub-problems by anticipating the issues that will be addressed in the downstream model. This can be done by adding connecting constraints between the two models. 











Decomposition with anticipation: the Extended Car Sequencing Problem



(see presentation of the problem in Section �REF B_Ref439590948 \r \h �Space Dependency�)



The problem is decomposed into two sub-problems for technical reasons:

1.	Assigning car orders to days and assembly lines 

2.	Sequencing the cars for each day on the assembly lines 



The sequencing sub-problem performances depend on the ratio of cars with given characteristics among the total number of cars assigned to a given day. However, there are no constraints in the allocation sub-problem that limit this ratio. It is then necessary to introduce in this first sub-problem a new constraint that will limit the ratio of vehicles with given characteristics assigned per day in order to anticipate the sequencing problem. Moreover, one may want to smooth the number of vehicles with given characteristics assigned per day in order to have each day a sequencing problem of approximately the same complexity.



Example of algebraic models



The following example illustrates the design of algebraic models for the general assignment problem with warehouse selection. An Mixed Integer Programming model is presented together with a CSP model.

The general assignment problem consists of assigning customers to warehouse without splitting the customer’s demand in more than one warehouse. A given number of warehouses has to be selected. 



Note that the two algebraic models represent somewhat different variations of the warehouse assignment problem!

The algebraic model for an MIP solver

·	Indices :

	i : warehouse

	j : client

·	Data :

cij  be the cost of assigning the demand of client j to warehouse i

N  the maximum number of warehouse to select

nj: number of clients

ni : number of potential warehouses



·	Variables :

	yi  = 1 if warehouse is selected, 0 otherwise

	xij = 1 if client j is assigned to warehouse i, 0 otherwise



·	Constraints :

	( xij  = 1 	for all clients j

	 i	

   ( xij  ( yj              for all  warehouses i

    j

	( yi  (  N	

	 i	

	yi , xij  binary (= 0/1)





·	Objective:

Min  	( cij xij

	      	              i,j	



Remarks: 

The size of this model is the following:

number of variables : 	ni x nj

number of constraints : 	ni + nj + 1

It can be shown via polyedral analysis that having as many constraints as the number of xij variables, then the corresponding expanded model is much more efficient to solve:



xij  ( yj  for all (i,j)



The semantic of this constraint is that in order to assign client i to warehouse j, warehouse j must have been selected.

The corresponding MIP model has the same number of variables but has now ni x nj + ni + nj + 1 constraints. See [Jacquet-Lagrèze (1998), chapter VII], for numerical experiments comparing the two models.



Algebraic model for a CP solver



This algebraic model is derived with the intention of using Constraint Programming technology (constraint handling methods + and search techniques). The greater the number of constraints and the smaller the number of variables the better it is, since in general this implies an a priori better pruning of the search space during the constraint handling phase.  

·	Names:

	Warehouses = {paris, london, athens, ...}  

	Clients =         {smith, dupont, zorba, ...}

Data:

cost(+Client,+Warehouse,+Cost)      (a table of costs)

MaxWarehouses                                (an integer)

    ·    Variables

	CWC  :: Warehouses                           (warehouse associated with client C)

   CCostC                                               (cost of serving client C)

   OpenW   :: {} .. Warehouses             (set of open warehouses)

    ·    Constraints

 CWC  in OpenW        for each client C (Each client is served from an open warehouse)

  cost(C,CWC,CCostC)  for each client C 

# OpenW =< MaxWarehouses             (The set of open warehouses is not too large)

·	Objective function

minimize   ( CCostC

                  C

	

Remarks: 

If there are nj clients and ni (potential) warehouses,

the size of this model is the following :

number of variables : 	2nj + 1

number of constraints : 	2nj + 1

size of the a priori search space: 2ni

Arc-consistency propagation is applied to the cost constraint, by adding an annotation to the algebraic model.  Search is best done by choosing warehouses to put in OpenW.





Refinement Task 





Description�

The refinement task takes into account test profiling outcomes resulting from implementation work. The algorithm and design models are subject to changes for technical or efficiency reasons. In case the implementation outcomes are not satisfactory, one might have to tune the algorithm and adjust the algebraic model. 

�� ���

Issues�

The main issues are the reformulation of the model, the monitoring of sub-models, the co-operation between solvers, and the hybrid decomposition of the problem.

�� ���

Milestone�

Once this task is completed, the PSD is updated. It should also keep trace of all the refinements done.

�� ���

Guidelines�

The main guideline is to focus on the implementation results to revisit the algorithm characteristics and ensure that the problem formulation is valid: 

·	Improving the algorithm efficiency: hybrid decomposition

·	Revising the problem design

��

Guideline: Improving the algorithm efficiency



Because LSCO problems are often difficult ones, the first version of the algorithm may not deliver the expected results once it has been implemented and tested. Thus, it becomes necessary to tune the algorithm, which means (most often) in practice:	

·	Refining the mathematical programs, 

·	Refining the propagation algorithms,	

·	Defining new neighbourhoods for local search,

·	Improving the branching strategy through better heuristics,  

·	Experimenting with different control strategies.	�

Tuning is directed by the efficiency of the algorithm. The hard part is heuristic tuning, which means trying to improve the algorithm with no guarantee that this would actually be possible. There are a few systematic tricks that may be applied, mostly to the control strategies. They all mean trying different strategies (instead of the first one that came to mind) and can be time-consuming. Performance tuning often translates into an improvement of quality for algorithms that have a built-in bound to avoid excessive run times.

Tightening integration of solvers: Hybrid algorithm



The results of implementing a solution might raise efficiency and scalability issues. Often, a tight integration between different solvers could improve the pruning and search efficiency. 

Some simple decomposition of LSCOs, inherent to the problem definition, has been previously introduced, as well as a technical decomposition when the problem is not tractable as a whole.

In these two cases there is one algorithm per algebraic model. The dependencies between solvers are mainly concerned with the data flows (input-outputs).

A hybrid decomposition is concerned with improving the efficiency and scalability of the algorithm. It requires a tight integration between solvers and models. It can seldom be investigated before attempting to use pure techniques successfully. A hybrid decomposition aims at integrating different solving techniques together (from OR, CP or stochastic methods) to reach the best pruning and search results from the problem formulation. This means identifying which parts of the problem would be ideally solved by which method, and how the sub-problems and the techniques can be integrated to solve the whole problem more efficiently. This task can be difficult. 

Hybrid decomposition requires a close interaction, co-operation and exchange of information and data between the different sub-models and their associated solvers. For example, some constraints from one sub-model can be sent to different solvers which would achieve complementary pruning results. 



The global structure of a hybrid LSCO model is illustrated below. 
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Choosing the right solver(s) for a set of constraints depends on the solver adequacy. See annex B for details on the adequacy of various techniques for different classes of constraints. 

The technical aspect of “how to integrate different techniques” will be presented in the programming activity section.

The following three examples illustrate the construction of hybrid algorithms. 



The car sequencing problem

The Car Sequencing Problem can be solved by an iterative procedure using hill-climbing (a heuristic approach) with local optimisation of the best exchanges or swaps to select. An MIP model and algorithm are used to make local exchange of cars in a neighbourhood. After each optimisation, the current solution is changed, and a new neighbourhood is automatically derived for the following iteration. 



A similar approach has been proposed with extremely good results (see Laburthe 1998) for the Travelling Salesman problem with time windows. The hybrid method combines hill-climbing with local optimisation of the tours. 

 



An exact formulation of the problem is given by the following MIP Algebraic Model 



·	Indices

1.	c		option criterion

2.	v		vehicle

3.	r		rank of the vehicle in the sequence	





·	Input data

The constraints on the option criteria are expressed by a fraction numc / denc (i.e. no more than 2 vehicles with ABS out of 3). Then, the

1.	numc		the option c constraint numerator

2.	denc 		the option c constraint denominator





·	Variables

xrv	a binary variable equal to 1 if the vehicle “v” is sequenced at rank “r”

and 0 otherwise.



Zcr	goal variable for the option constraints (the number of constraint “c” violation between rank “r” and rank “r + denc”)





·	Constraints 



( v	(r xrv = 1 



( r	(v xrv = 1 



( c, r	(v ((r ( r’ ( r + denc ) xr’v – zcr( numc 





·	Objective function

The objective function expresses the minimisation of the total number of violations.



Min (r,c zcr



This problem is hard to solve. It is possible to find an optimal solution for 50 to 100 vehicles, but no more. A hybrid method using though this model only for local moves (swaps) gives interesting results.

	

A hybrid algorithm : a  descent method with local optimisation

A hybrid decomposition uses hill-climbing combined with a local optimisation using a MIP model. This approach uses the MIP model and algorithm to make local exchange of cars in a neighbourhood. After each optimisation, the order is changed, so a new neighbourhood is automatically derived at the following master iteration.



The method consists in starting from an initial sequence, preferably not a bad one. This initial sequence can be the one given by the previous heuristic.
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The local search is performed solving at each iteration a MIP model similar to the global one, except it is restricted to local moves of a vehicle in its neighbourhood.



Let us remark that other models and algorithms can be implemented for the local optimisation. 





Dynamic scheduling

This application shows how it is important to hybridise algorithms by taking into account the structural properties of the problem together with the strengths and search power of the different solvers. 



The following problem is a dynamic variant of the classic scheduling problem. The aim is to restore consistency in a schedule which has been disrupted due to resource or activity change. The problem and its solution are fully described in [El-Sakkout and Wallace 98].  To avoid disruption, the new schedule should minimise the amount of change.



This problem contains a set of:

·	Activity constraints that define an area (variable) of activity by the variable quantity of resources used multiplied by the variable duration  of the activity. They are non-linear constraints. 

·	Temporal constraints that set rules of precedence and succession among the different activities. They are linear constraints. 

·	Resource constraints that set the variable number of resources per activity and ensure that the total number of one resource type is sufficient to satisfy the concerned activities. Most of them are disjunctive constraints.

This problem could be modelled as a linear problem and sent to an “on-the-shelf” linear solver. However, the solver would not return, in the general case, integral optimum solutions and consequently would not address the feasibility issue at all when searching for a new consistent schedule. Indeed, one could round the relaxed real value and search for integral solutions but this is a costly search strategy in the sense that no information is learnt from the relaxed solution with respect to feasibility. But a lower bound value of the cost function is thus obtained.

Instead the best algorithm proved to be a tight integration of constraint programming and mathematical programming that makes the best use of each solver given the structural properties of subsets of the constraint set [El-Sakkout, Richards and Wallace 98]. The set of temporal constraints has a uni-modular property which implies that a linear solver guaranties to find optimum integral solutions. Thus, a new feasible schedule can be sought by first computing the integral values of the temporal variables and then using constraint propagation and search heuristics to make the rest of the problem consistent. If some resource constraints are violated then new temporal constraints are generated to set some activities apart in order to solve the resource violations. Then the new temporal constraints are added to the previous set of temporal constraints in the search for a feasible optimal sub solution.

This process is repeated until a feasible schedule is found. In case of failure the added temporal constraints are removed and others are tried. The sketch of the algorithm that restores feasibility in a scheduling problem is presented below. The following procedure is called at each branching node of the search tree.
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The branching strategy is based on the added constraint C. If its addition to the program leads to consistency and feasibility then the algorithm explores this branch, otherwise it backtracks and adds the negation of the constraint to both the LP and CP constraint stores. 







A note on scalability



Column generation is a very powerful hybrid technique used to solve some large scale set covering linear problems, as for instance human resources planning or scheduling. For example, in a bus driver scheduling problem, although the optimal solution was found among a potential set of shifts as high as a million, only a small fraction (a few hundreds) of them were effectively introduced in the column generation master program.



The Column generation technique

The Column generation technique, when applied to combinatorial optimisation, is a pure genuine hybrid algorithm with two co-operating sub-problems using their respective model and algorithm (see [Minoux 1983, chapter 10].



A set covering problem allows a selection of a best subset of columns, and is solved by an MIP formulation of the problem or usually its relaxed continuous version. This problem has its own model based on a LP set covering model with additional constraints. It takes into account basic covering constraints (i.e. each task must be covered by a column), and global constraints like the number of available resources (trucks, staff,..).



	Let aij = 1 if column j cover task i, 0 otherwise. A set covering problem is expressed as follow
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	xj  binary (= 0/1)
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A shortest path problem is defined on a valued graph whose values are derived from dual information obtained from the set covering problem. The associated shortest path algorithm must often take into account cumulative constraints in order to find feasible columns (i.e. feasible tours with a constraint on weight or time, schedule,…). 



This method is particularly powerful since it enables the optimal solution to be found when the decision variables are continuous. It has been used most successfully in multi networks optimisation models such as those found in telecommunication networks. When the variables are 0/1 variables and when most of the constraints are tasks to cover, the method very often allows us to find either an optimal solution or at least very good quality solutions, by allowing some branch and bound in the last LP problem. This method is also used to solve efficiently complex crew scheduling problems or bus driver scheduling problems. See also [Haouari, 1991] for application to the travelling salesman problem with time windows.



An example of this approach is the inventory management problem (see [Baptiste and al. 1998] for a problem description and solutions proposed) which will be addressed in Annex D. The problem consists in assigning resources (equipment) to orders (different places where equipment is required for construction). The set covering problem is the selection of “columns” which represent full feasible schedules of a single resource unit (an equipment unit). The  shortest path problem is built on a graph for which nodes (vertices) are the orders, potential days of maintenance starting activity. The  links of the graph (edges) represent precedence constraints between the orders, between maintenance activities and orders. A cumulative constraint in the shortest path algorithm allows the maintenance constraint to be taken into account. 



Guideline: Revising the problem design



Once an algebraic model is defined, it will most probably be subject to changes, resulting from the implementation outcome and the tuning of the algorithm, comprising the building of a hybrid algorithm. In such cases, it is necessary to adjust the problem design correspondingly. Two types of changes are distinguished: minor and major changes. Minor changes do not require a revision of the complete model and correspond to local addition, deletion or reformulation of constraints, data. Major changes are sometimes necessary when the problem is intractable in its current formulation or the associated algorithm is not efficient enough. Major changes are concerned with dual formulations and simplifications when sub-problems have not been clearly identified.



Minor changes



Minor changes are essentially motivated by algorithm efficiency and hybrid decomposition. The main issue is to make sure that any transformation of a constraint set from one formulation to another does not loose any properties of the constraints. If it does, then the algorithm will most probably not produce the best results in pruning and search efficiency. Two main adjusting situations are identified: changing some constraint formulation (e.g. linearisation, from symbolic to numerical), and adding redundant constraints. 

Changing constraint formulation



Changing the formulation of some constraints is required when one formulation can not be handled by some algorithm at hand, or when it looses some structural properties of the constraints. If possible the constraint formulation should remain as close as possible to the initial definition of the constraints. For example, it is not advisable to formulate disjunctive constraints with linear constraints and Boolean variables. The semantics underlying the integral and binary nature of the Booleans can not be tackled by a MIP solver. The solver will basically search for a relaxed solution and then round the real value to search for 0 or 1. 



Also, in some cases it can be useful to have different formulations of one constraint for different types of solvers. For example, in case of non-linear constraints it can be useful to approximate in two ways.  Firstly the constraints in the non-linear form can be handled by a real interval arithmetic solver, which yields increasingly precise rectangular approximations to smaller and smaller ranges of the constraint.  Secondly a linear formulation  can be used which statically approximates fixed ranges of the non-linear constraint, being handled by a linear solver. Both solvers will infer complementary information that might improve the pruning and search efficiency. This corresponds to the building of hybrid solvers. 



Adding redundant constraints



In order to improve the model, the programmer may look for redundant constraints, i.e. constraints that are consistent with the algebraic model (respected by all solutions to the model), but which may lead to new inferences. Adding redundant constraints can have a tremendous benefit in terms of efficiency. Here are a few tips for finding such redundant constraints:

·	Introduce new variables to model the problem from another point of view and link both models. In particular, look for symmetrical situations. For instance, resource allocation problems where one has to match resources and tasks can be modelled either with variables describing the resource performing each task, or variables describing the set of tasks allocated to a given resource. It is interesting to use both models at the same time.

·	Carefully reconsider indexed variables, in particular, binary variable with multiple indices. It is often worthwhile to introduce new variables such as	�                 x = min(yi),   yi = min(j such that  xij > 0),   zik = j  such that xij = k, ...

	These variables can, in turn, be used in order to express new constraints.

·	Take a global view of the problem for counting (summing or taking the minimum) of a set of elements. For multi-dimensional situations, various aggregation strategies are possible (counting first in one dimension, then in the other). This may lead to so-called mini-max (redundant) inequalities.

A global view can also give information about variables which are mutually exclusive. A bound on the maximum number of Boolean variables simultaneously set to true can significantly improve the quality of linear relaxations.

Combine several constraints in order to produce a new one. Within MIP, it is useless to consider linear combinations of linear constraints, which will not change the value of the relaxed problem; one has to combine linear constraints with integrality information (yielding for example the so-called Gomory cutting planes). This task is very hard, and users should look in the literature for the wealth of inequalities that have been proposed on academic combinatorial problems. The situation is easier in CP: first of all, linear combinations of linear constraints can improve the propagation scheme, especially when such combinations eliminate some variables and feature small coefficients. Other kinds of combinations can also be performed within CP, for example combinations of difference constraints and linear constraints (taking into account regret information).



In the case of MIP solvers, adding such redundant constraints which appears as cuts do allow a better behaviour of the Branch and Bound algorithms. More recent research works have proposed to use jointly B&B techniques with cut generations, yielding some hybrid techniques. For instance, a generalised assignment problem (with knapsack constraints), with x(i,j) being 0/1 assignment variables and y(i) being decision variables for the selection of the depots (i), is known to be hard to solve. However, if additional constraints (cuts) such as x(i,j) ( y(i), for all (i,j) are introduced, the problem becomes very easy to solve with a classical branch and bound method. The underlying polyhedrons of both LP models differ a lot.



Major changes



Some problems have to be more drastically transformed in order to enable the efficient use of some specific techniques. Two types of important reformulations can be distinguished : problem simplification and duality form.  

Simplification



In some cases, there exists a good algorithm for the resolution of a simplified version of the problem. The problem can be simplified to experiment with this algorithm and extended later on to model the full requirements. The simplified version may be obtained by ignoring some constraints, linearising (even “convexifying”) functions, modifying optimisation criteria, or simply concentrating on some part of the problem, e.g., on the bottleneck resources of a scheduling problem. The main problem in exploiting the simplification is to derive a good solution of the full problem from a good solution of the simplified problem. This may not always be easy, either because ignored constraints are in fact hard to satisfy, or because their satisfaction implies a significant degradation of the solution quality.



Hybrid algorithms can be very useful in such a case. One may use one approach to solve the simplified problem (e.g. mathematical programming), then rely on another method to improve the quality of the generated solution with respect to the real problem constraints and criteria (e.g. local search).

Duality form



Problems can also be reformulated into equivalent or dual problems. In mathematical programming (in the convex and thus in the linear case), the dual of a minimisation problem is a maximisation problem that has the same optimal solution as the original (called primal) problem. This property proves to be extremely useful in a variety of ways: for instance, in problems where the number of constraints is much larger than the number of variables, resolving the dual problem rather than the primal one will achieve a substantial reduction in computation effort. In constraint programming, there is also a notion of dual. Roughly speaking, the dual of a problem is obtained by replacing constraints by variables, and variables by constraints [Dechter & Pearl 89]. When n variables must be mapped to n values, and the values of the variables must be all different, one can also create a new problem such that the variables of the new problem are the values of the initial problem, and conversely. In some cases, the initial problem and its reformulation can be linked together and solved in parallel (see [Jourdan 95]) or together [Jourdan & Lissajoux 95]. 





Guideline : On fractal design



The lifecycle presented in Section 1 showed that many stages of the project life (from the identification of a LSCO opportunity to the industrialisation) involved the design activity as well as the implementation activity. Indeed, design and implementation closely interact with each other: experiments made possible by a first implementation point out towards limitations in the design, which can be refined, which turns into a more specific implementation yielding further experiments, etc. 



The LSCO team starts with an incomplete design, which is obtained by voluntarily restricting itself to a coarse level of analysis, which will be deepened when feedback from the implementation is available. This technique is called fractal design, because the program grows like a fractal that is built recursively. The design activity is similar at each stage in the lifecycle: it involves the design (and implementation) of a set of functions, at an increasing level of magnification. Each level of detail does not invalidate the previous level, but refines it by filling the “blanks”. As observed for a mathematical fractal, the “shape” at each level is approximately correct but the final object is still quite different from these iterative “approximations”. 

·	The first step is to built the control flow and implements each optimisation function with a crude approximation (most often a heuristic). The design is focused on the data model and its control flow. The associated implementation is straightforward and can be used to check the validity of the control flow and the consistency of the input data. It is also used to gather statistical data about the problem, and about the different phases of the overall control strategy. 

·	Then, the design and implementation of the major optimisation function starts, with the choice of the general principles. 

For instance, the use of a truncated search to build a feasible solution and then the use of a local optimisation scheme may be selected. The design focuses on the framework to implement these two approaches, leaving aside the technical details. For instance, a generic branching strategy might be used and a crude neighbourhood defined. The implementation can be later tuned by using different choice heuristics or local moves.

·	Evidence about where the optimisation effort should be applied is gathered next, and the technical function designed in more detail. The tuning of the algorithm follows this scheme of fractal growth, successively replacing an optimisation function by a more refined one (and recording carefully the benefits associated with each substitution). 

·	Finally, the parameters of the algorithm are fine-tuned. These steps are usually performed with the systematic use of a profiler (cf. section 5).



Fractal design has many interesting properties. By making the design and implementation activities interact throughout the project life (instead of designing first and implementing afterwards), it helps to reveal that some problems are too difficult to solve in early stages of the fractal growth. Thus, it can act as an effective way to reduce risk. It also produces quickly a prototype implementation that can be shown to the end-user, to validate some design options or to ask for some guidance. It is also an efficient way to avoid overspending the design budget into levels of details that will be invalidated later. Lastly, for complex problems where the objective function is ill defined, there may be too little previous experience available to follow the designer’s intuition. The fractal design process supports the designer with experimental evidence in order to build a proper design. By building expertise throughout the design, fractal design is one way to build strength using the virtuous cycle “experiment ( design ( implementation” without losing too much energy in a wasteful prototyping cycle.

In addition, fractal design is well suited to today’s state-of-the-art upper CASE (Computer Aided Software Engineering) tools. In an ideal world, an upper CASE tool could be used to capture the design and semi-automatically produce the implementation. However, it is a sad reality of life than no such tools exist today. On the other hand, many tools are getting pretty close. The interest of fractal design is that upper CASE tools can be used in the two first stages of the lifecycle to automate the production of code, since these early steps are concerned with data models and control flows, for which the CASE tools are quite useful. For instance, the use of standard UML (Unified Modelling Language) notations for data & flow models improves the readability and the ease of maintenance of the design, and tools are available to produce code templates from such documents. The preferred practice is then to capture the early designs with such a tool (say, in the stages concerning the identification and the beginning of the exploration of the LSCO opportunity) and then to revert to more classical textual & graphical descriptions for the low levels of design. As a matter of fact, the interest of such an approach is to focus the obligation to produce a design document (often felt as a constraint by the LSCO team) on the very part where it is mandatory: the design of complex algorithms. The capture of early designs can be performed with a CASE tool such as WAM (WYDE�) or Rose (Rational�) or with a high level modelling language such as CLAIRE� and ECLiPSe5 (used here as a DML: Design & Modelling Language). The use of such tools greatly increases the traceability of design decisions and reduces the cost of software development. 



The practice of fractal design can be summarised as follows:

Design the data model and the control flow, using a CASE tool or a DML. Experiment to check the availability and consistency of input data, perform simple statistics. At this stage, the control flow is fleshed out with the crudest heuristics.

Design the various optimisation frameworks that will be necessary to solve the problem. The design can also be captured with a CASE tool or a DML. Reuse is both possible and desired. The implementation is still straightforward and the resulting software is used to gather more complex statistics about the problem.

Instantiate the optimisation framework with adequate functional parameters, starting with naive and generic techniques and progressively introducing ad-hoc and specialised ones (specific neighbourhoods, domain-dependent heuristics, etc.). Also, more redundant constraints can be added, the data model can be extended and the control flow may be refined (the fractal nature of the design applies to all components). This stage usually involves many improvement cycles (refine the design – implement – experiment – refine the design).

Fine-tune each of the optimisation functions through extensive experiments. These experiments must be registered carefully and a journal of the fractal growth may be built. The result must include a proper design document (included in the PSD) that explains how the final version of the algorithm works. 

The fractal decomposition is kept in the PSD since it helps in the understanding of the global structure and can be used as a training course for other developers, by providing with different abstractions of the software. Together with the use of upper CASE tools, this makes fractal programs easier to maintain and, therefore, cheaper to develop.



� http://www.ms.ic.ac.uk/library/ 

� http://www.wyde.com

� http://www.rational.com

� http://www.ens.fr/~laburthe/claire.html

5 http://www.icparc.ic.ac.uk/eclipse/
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